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ABSTRACT The richness and versatility of biological systems make them ide-
ally suited to solve some of the world’s most significant challenges, such as con-
verting cheap, renewable resources into energy-rich molecules; producing high-
quality, inexpensive drugs to fight disease; and remediating polluted sites. Over
the years, significant strides have been made in engineering microorganisms to
produce fuels, bulk chemicals, and valuable drugs from inexpensive starting ma-
terials; to detect and degrade nerve agents as well as less toxic organic pollutants;
and to accumulate metals and reduce radionuclides. The components needed to
engineer the chemistry inside a microbial cell are significantly different from those
commonly used to overproduce pharmaceutical proteins. Synthetic biology has
had and will continue to have a significant impact on the development of these
components to engineer cellular metabolism and microbial chassis to host the
chemistry. The ready availability of more well-characterized gene expression com-
ponents and hosts for chemical synthesis, standards for the connection of these
components to make larger functioning devices, computer-aided design software,
and debugging tools for biological designs will decrease both the time and the
support needed to construct these designs. Some of the most important tools for
engineering bacterial metabolism and their use for production of the antimalarial
drug artemisinin are reviewed.

A lthough synthetic organic chemistry has made
tremendous advances since its inception with
the production of urea (1), there are many mol-

ecules, from simple fuels and chemical intermediates to
complex natural products and their derivatives, that
might be best produced inside a cell. Enzymes can cata-
lyze in a single step what might require many steps us-
ing synthetic chemistry methodologies (2). By coupling
multiple enzymes to create a metabolic pathway (in a
single cell), one eliminates the need for purification of
the chemical intermediates prior to the next reaction
step. If intracellular metabolites can be used for the pro-
duction of the desired chemical, then it can be pro-
duced from simple, inexpensive, starting materials, like
glucose. The manipulation of intracellular metabolic re-
actions for the production of a desired chemical is gen-
erally referred to as metabolic engineering (3–7).

Engineering metabolic chemistry generally begins
with the introduction of one or more genes encoding en-
zymes that transform readily available, intracellular in-
termediates into a desired chemical. Unlike production
of pharmaceutical proteins in which the genes are highly
expressed to maximize production of the target pro-
tein, the genes encoding the transformational enzymes
do not need to be highly expressed; rather, the enzymes
need to be produced in catalytic amounts only suffi-
cient to adequately transform the metabolic intermedi-
ates into the desired products at a sufficient rate. Ex-
pression of the desired genes at too high a level will rob
the cell of metabolites (nucleotides for the excess mRNA
(mRNA), amino acids for the excess protein, etc.) that
might be otherwise used to produce the desired mol-
ecule of interest (8). Furthermore, because intermedi-
ates of a foreign metabolic pathway can be toxic to a
heterologous host (9), which can result in decreased
production of the desired final compound, it is essen-
tial that the relative levels of the enzymes be coordi-
nated in such a way that no intermediate in the path-
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way accumulates to toxic levels. Thus, the metabolic
engineer needs a toolset that will allow him or her to ac-
curately control the native and heterologous reactions
inside the cell.

Although a number of gene expression devices (pro-
moter systems, vectors, etc.) have been created for con-
trolling gene expression, much of the work in this area
has been directed at the production of pharmaceutical
proteins. Producing large quantities of a single desired
protein is a very different endeavor than balancing the
expression of multiple genes in such a way as to maxi-
mize production of a desired metabolite. Indeed, many
of the biological engineering tools currently available to
scientists and engineers have not changed significantly
since the dawn of genetic engineering in the 1970s: bio-
logical engineers largely use natural, gene expression
control systems (promoters with their cognate repres-
sors/activators). The ability to place a single heterolo-
gous gene under the control of one of these native pro-
moters and produce large quantities of a protein of
interest is the basis for the modern biotechnology indus-
try. While these redesigned biological control systems
have been generally effective for their intended purpose
(controlling rather roughly the expression of a single
gene or a few genes), not surprisingly they are often in-
adequate for more complicated engineering tasks: for
example, control of very large, heterologous, metabolic
pathways or signal transduction systems. Further, these
borrowed “biological parts” retain many of the features
that were beneficial in their native form but which make
them difficult to use for purposes other than that for
which they evolved. Well-characterized standard biologi-
cal components of the sort that are now available in
many other engineering disciplines would make meta-
bolic engineering more predictable and allow construc-
tion and integration of larger systems than is currently
possible.

In almost every other field of engineering, standards
have been developed to allow one to easily assemble
components from various manufacturers to build a large
integrated system. Biologists and engineers have not
yet defined the standards for the various parts that
might allow them to build larger biological devices. The
design and construction of new devices (e.g., genetic
control systems or metabolic pathways) would benefit
greatly from a set of standards that would govern how
the various parts (e.g., regulatory proteins, promoter, ri-
bosome binding site, enzymes) should interact and be

assembled. Setting a standard will, in turn, encourage
manufacturing firms to develop biological components
as well.

Biological engineering is further hindered by the fact
that many of the most effective biological components
(promoters, genes, plasmids, etc.) have been patented
and are available only to those companies that can af-
ford the royalty payments, which increase the cost of
biological engineering endeavors and hamper the devel-
opment of new biological solutions to problems where
the eventual monetary payoff is not significant. Open-
source biological components and eventually whole
cells will decrease the cost of engineering metabolic
pathways, make metabolic engineering more predict-
able with less guesswork, and encourage the develop-
ment of novel biological solutions to some of our most
challenging problems.

Synthetic Biology. Synthetic biology is the design
and construction of new biological components, such
as enzymes, genetic circuits, and cells, or the redesign
of existing biological systems. Synthetic biology builds
on the advances in molecular, cell, and systems biology
and seeks to transform biology in the same way that
synthesis transformed chemistry and integrated circuit
design transformed computing. The element that distin-
guishes synthetic biology from traditional molecular
and cellular biology is the focus on the design and con-
struction of core components (parts of enzymes, genetic
circuits, metabolic pathways, etc.) that can be mod-
eled, understood, and tuned to meet specific perfor-
mance criteria, and the assembly of these smaller com-
ponents into larger integrated systems that solve
specific problems. Just as engineers now design inte-
grated circuits based on the known physical properties
of materials and then fabricate functioning circuits and
entire processors (with relatively high reliability), syn-
thetic biologists will soon design and undertake large-
scale biological engineering projects. Unlike many other
areas of engineering, biology is incredibly nonlinear
and less predictable, and there is less knowledge of
the components and how they interact. Hence, the over-
whelming physical details of natural biology (gene se-
quences, protein properties, biological systems) must
be organized and recast via a set of design rules that
hide information and manage complexity, thereby en-
abling the engineering of many-component integrated
biological systems. It is only when this is accomplished
that designs of significant scale (like constructing com-
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plex metabolic pathways) will be possible in the time
periods characteristic of many other engineering fields.

Biological Components and Chassis for Chemical
Production. If we wanted to make metabolic engineer-
ing easier and faster, what standard biological compo-
nents and other tools would we need? To answer this
question, it is most useful to consider the essential char-
acteristics of a microbial chemical factory. First, the mi-
crobial chemical factory should be genetically stable for
long periods of cultivation, at least from scale-up to the
large-scale production phases; that is, the vector used
to carry the genes into and harbor the genes within the
cell should be genetically stable, and the host should
have minimal ability (or need) to inactivate these heter-
ologous genes. Second, the microbial chassis should be
able to grow with minimal supplements to the growth
medium to minimize production costs and should be ro-
bust to industrial processing conditions (e.g., from
small, laboratory-scale reactors to extremely large biore-
actors). As the desired chemical or an intermediate in
its biosynthesis pathway might be toxic to the microbial
factory, the third requirement is the ability to switch on
the entire biosynthetic pathway at the correct time in the
production process while having the biosynthetic path-
way completely repressed during the nonproductive
(growth) stages. Fourth, as most chemicals will require
multiple enzymatic transformations, it is important to be
able to coordinate the expression of many genes simul-
taneously. Fifth, a computer-aided-design (CAD) system
and accurate descriptions of biological components

would make the design of
the entire systems from off-
the-shelf components much
easier. Finally, biological de-
bugging routines would
make it faster and easier
to identify and correct prob-
lems in engineered
microorganisms.

Chassis. A stable, well-
behaved chassis (host cell)
is essential for large-scale,
and even laboratory-scale,
production of the desired
molecule. Although minimal,
bacterial chassis may have
significant scientific interest,
industrial production of

chemicals, particularly fuels and commodity chemicals,
where cost of goods is most critical, requires the use of a
chassis capable of synthesizing all biological macromol-
ecules necessary for growth from a simple, inexpensive
carbon source and salts of N, P, S, and the like. Hence,
minimal hosts that require addition of many complex
nutrients or that cannot cope with potential stresses in
processing will probably not find a niche in industrial
chemical/fuel production.

Robust, well-characterized organisms capable of
growing on minimal, inexpensive carbon sources have
been and will continue to be of enormous practical use.
However, most robust hosts have the capability to inac-
tivate or rid themselves altogether of the foreign genes
to minimize the metabolic burden of the foreign DNA
(10–13). The instability of foreign DNA in a cell is due
to a combination of transposons, insertion sequence el-
ements, defective phages, integrases, and site-specific
recombinases (10, 13, 14). To create a strain of Esch-
erichia coli that will stably maintain foreign DNA over
timescales relevant to production, Blattner and col-
leagues (10, 15, 16) removed large sections of the
E. coli chromosome, some of which contained mobile el-
ements and cryptic virulence genes, and in the process
created a stable, robust chassis capable of maintaining
heterologous genes over long periods of time. The
growth rate of the minimized organism was compa-
rable to that of the wild-type hosts, and protein produc-
tion was excellent. As such, these and other strains
should make excellent chassis for chemical production.

Vectors. Central to any genetic manipulation is the
vector used to carry and/or harbor the transforming
DNA in the host. In general, the chosen genetic vector
should be segregationally stable, have as low a copy
number as possible to minimize burden on the host cell,
and have consistent copy number in all cells of the cul-
ture to ensure product consistency. One of the most im-
portant features of the expression vector is segrega-
tional stability to ensure that all cells in the culture have
the plasmid and produce the desired product. In na-
ture, this feature has been achieved in several, unit-
copy plasmids (e.g., F and P1 plasmids of E. coli)
through a partition element that segregates plasmids
into each half of the mother cell before division to form
two daughter cells (17) and through a mechanism that
kills daughter cells that do not receive a plasmid at divi-
sion (18, 19). As the latter mechanism leads to a loss
of cells (and therefore a waste of metabolic energy in
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synthesizing that cell), the former
mechanism is preferable. Few com-
mercially available high-copy-
number plasmids have loci encod-
ing these functions and so are rela-
tively unstable.

It is also important that the ex-
pression vector have minimal and
consistent copy number in all cells
of a culture. As cells with a large
number of plasmids grow more
slowly than cells with a small num-
ber of plasmids, because of the addi-
tional metabolic burden, cells with a
low plasmid copy number will even-
tually dominate the culture. Further-
more, cells with a large number of
plasmids might express the genes
that reside on that plasmid to a
greater extent than cells with a small
number of plasmids. If the genes re-
siding on the plasmid are respon-
sible for synthesizing a metabolic
product, the heterogeneous popula-
tion could produce a heterogeneous
product. Consistent copy number in
all cells of a culture can be achieved
by timing the replication of the plas-
mid with the cell cycle, to ensure that
the copy number has doubled be-
fore division (20–24), and by evenly
partitioning plasmids into future
daughter cells preceding division
(25). Only the low-copy-number plas-
mids of E. coli (and, of course, the
chromosome) have replication timed
with the cell cycle (20–24).

As metabolic engineering often re-
quires the transfer of large se-
quences of DNA carrying the mul-
tiple genes that might be required
for the reconstitution of a heterolo-
gous pathway in a host, the expres-
sion vector must be able to carry
large sequences of DNA. The copy numbers of some
ColE1-type plasmids have been reported to be size de-
pendent; a plasmid carrying a large insert will have a
lower copy number than a plasmid carrying a small in-

sert (26). By contrast, the naturally occurring low-copy-
number plasmids of E. coli and other bacteria are ex-
tremely large (100–300 kb) (27) and can even replicate
the entire chromosome when their origin of replication
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Figure 1. Achieving graded induction from the arabinose-inducible araBAD promoter (PBAD). a) In the ab-
sence of arabinose, PBAD is repressed by the action of the regulator protein AraC. b) When arabinose is
added to a culture, the arabinose is transported into the cell by one of the arabinose transporters (e.g.,
AraE) and combines with the AraC protein to derepress PBAD as well as promoters controlling expression
of the arabinose transporter genes. In a culture of cells containing the arabinose transporters under their
native control, the fraction of the cells in the culture that is induced varies with the concentration of
arabinose present in the medium (see panel d). In those cells, expression of the arabinose transporter
genes is induced, which produces more transporters in the membrane and more arabinose transported
into the cell, resulting in maximal expression of the gene of interest (goi). c) In a culture of cells contain-
ing the arabinose transporters under control of constitutive promoters, all cells have the same number
of arabinose transporters (the number of transporters does not change with arabinose concentration in
the medium nor does it vary substantially between induced and uninduced cells) and graded induction
from the promoter is possible (see panel e). d) Variation in gene expression in cells subject to all-or-none
induction of gene expression (represented in panels a and b). Cells are represented by ovals, and the
level of gene expression is represented by the shading. In all-or-none induction, the fraction of cells fully
induced varies with the concentration of inducer in the medium. e) Variation in gene expression in cells
with homogeneous induction (represented in panel c). All cells in a culture are induced to the same level,
which varies with the inducer concentration in the medium.
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is substituted for the chromosomal origin of replication
(28). These low-copy-number plasmids should be ad-
equate to harbor practically any insert.

Of course the most stable expression vector is the
chromosome itself. Over the past few years, several
methods have been developed to integrate genes into
the chromosome (29–34). Central to any integration
strategy is the location on the chromosome into which
the gene(s) of interest are inserted, as this can dramati-
cally impact the expression level of the heterologous
gene and any native gene that is interrupted in the pro-
cess (35).

Promoters. As control of gene expression in pro-
karyotes is dominated by transcription and transcript
processing, promoters play an essential role in control-
ling biosynthetic pathways. Inducible promoters are one
of the easiest and most effective ways to turn on gene
expression. Several inducible expression systems are
now available for use in bacteria. In addition to the ver-
satile and extensively used lac and arabinose expres-
sion systems, inducible promoters based on the regula-
tory genes for the upper and meta-cleavage pathways
of toluene degradation from the TOL plasmid (36, 37),
for naphthalene degradation from the NAH plasmid
(38), and more recently for metabolism of propionate
(39–43) are now available.

One of the most desirable features of the promoter
is that all cells in the culture should be induced uni-
formly when stimulated, and the level of induction
should vary directly with inducer concentration
(Figure 1). Unfortunately, some of the most useful, in-
ducible promoters (e.g., lactose and arabinose-
inducible promoters) exhibit all-or-none expression, in
which the fraction of cells induced in the culture varies

with the inducer concentra-
tion; one subpopulation of
cells is fully induced, while
the other subpopulation is
uninduced, with the subpop-
ulation size varying with the
inducer concentration
(Figure 1, panel d). This all-
or-none phenomenon could
have deleterious effects on
the host, as those cells that
express the genes would be
subject to more metabolic
burden (and grow more

slowly) than those cells not expressing the genes. If the
cells are producing a product whose composition de-
pends on the level of inducible gene expression (e.g., a
polymer composed of two different kinds of monomers
that impact the properties of the polymer (44, 45)), this
all-or-none phenomenon could lead to subpopulations
of cells with very different product compositions. As the
all-or-none phenomenon appears to be a result of trans-
port of the inducer into the cell, there are at least three
ways to ensure (or engineer) consistent, regulatable con-
trol in all cells of a culture: uncouple transporter expres-
sion from inducer control, which has been done for the
arabinose expression system (Figure 1, panel c) (46–
49); synthesize an inducer that can readily diffuse
across the cell membrane without a transporter, like
IPTG; or use a natural inducer whose transport is not au-
toregulated, such as propionate (50–54).

Induction can also be achieved using promoters that
are induced by starvation of cells for a required nutri-
ent. These can be very useful for the production of a
chemical during nongrowth periods. The phosphate-
starvation promoter of E. coli has been widely used for
the expression of heterologous genes (55–59). Promot-
ers activated by other starvations or the stationary
phase are also available (60–63). However, it is not cur-
rently possible (and might never be possible) to have
graded expression from starvation promoters (as is pos-
sible with the addition of an inducer). The starvation pro-
moter is generally induced to its maximal expression
level (and may or may not relax to a lower level of ex-
pression) when the nutrient of which the cell is being
starved is nearly depleted in the medium and imminent
starvation is sensed. Even though it may not be pos-
sible to regulate expression using the limiting nutrient,
it may be possible to engineer the strength of starvation
promoters (as described below) to tune the level of het-
erologous gene expression during the starvation
phases.

Constitutive promoters can play a special role in the
expression of genes involved in the production of low-
value chemicals or drugs, where use of an inducer
would be too expensive. By varying the nucleotide se-
quence in the �10 or �35 region of a promoter, in the
16-bp spacer between these regions, or both, it is pos-
sible to generate a family of constitutive promoters of
different strengths (64–66). In theory, this technique
should be useful for modifying the strengths of induc-
ible and starvation promoters so long as the sequence
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where the controlling protein binds is not significantly
altered.

Simultaneous Engagement of Multiple Genes. Con-
struction of a metabolic pathway most often involves the
introduction of more than one heterologous gene. One
way to coordinate expression of multiple genes is to use
different inducible promoters for each gene: gene X un-
der the control of Plac, gene Y under the control of PBAD,
and so on. Indeed, there are several examples of such
strategies being used (58, 59). The disadvantage of us-
ing this control strategy is that multiple inducers need to
be added to the medium, which increases the cost of pro-
duction and complexity of gene expression timing. In
addition, many inducible promoters have cross-talk that
prevents their simultaneous use for independently con-
trolling the expression of multiple genes (67). Alterna-
tively, if it is not necessary to control each promoter inde-
pendently, inducible promoters of different strengths can
be generated using the method described above (65, 66).
Then, each gene required for the complete metabolic
pathway can be placed under the control of an inducible
promoter of the appropriate strength so that its activity is
optimized in the cell. If all of these promoters are induced
by the same molecule, then only one inducer needs to
be added to the culture, which should be easier than us-
ing multiple inducers; assuming that transcription is
roughly the same for all genes under control of the same
promoter, the genes should be expressed at the same
relative levels, no matter what amount of inducer is
added. However, it can be more difficult to construct this
family of promoters than to use promoters induced by dif-
ferent molecules, as the desired expression level for
each gene needs to be known a priori to choose a pro-
moter of the appropriate strength.

Another strategy is to use a non-native RNA poly-
merase or transcription factor to control the expression
of more than one gene. For example, the T7 RNA poly-
merase and T7 promoters of various strengths have been
engineered to control and balance the expression of sev-
eral genes involved in synthesis of polyketides (68–70).
Similarly, Stephanopoulos and coworkers (64, 71) have
randomly mutagenized the � factor in E. coli to alter the
regulation of many native genes simultaneously to im-
prove metabolite production and tolerance.

Grouping multiple, related genes into operons, as is
done naturally in prokaryotes (72), is a convenient
means for regulating several genes simultaneously with-
out the need for multiple promoters (Figure 2). Internal

ribosomal entry sequences from eukaryotic viruses and
host stress response pathways perform a similar func-
tion and have been harnessed to create operons for het-
erologous expression of genes in eukaryotes (73–76).
With a single promoter controlling the transcription of
several genes, relative expression of each open reading
frame in the operon is controlled by altering post-
transcriptional processes such as transcription termina-
tion (77, 78), mRNA stability (79, 80), and translation ini-
tiation (81–83). Sequences inserted into the intergenic
regions of bacterial operons can direct the processing
and segmental stability of a transcript containing mul-
tiple coding regions (84, 85). This type of directed mRNA
processing results in differential production of the pro-
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levels of the various proteins encoded in the operon.
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teins encoded in the operon depending on the nature
of the intergenic region between the coding regions.

One of the major obstacles to designing and imple-
menting this type of control is the difficulty in de-
coupling the many interrelated variables involved in
post-transcriptional regulation (86). We previously dem-
onstrated that it is possible to differentially control the
protein levels encoded by two or more genes in an
operon using intergenic region sequences (84, 85). Re-
cently, we described a system to tune the expression of
several genes within operons by generating and screen-
ing large libraries of tunable intergenic regions (TIGRs)
containing control elements that include mRNA second-
ary structures, RNase cleavage sites, and ribosome
binding site sequestering sequences (87). We showed
that TIGRs can vary the relative expression of two re-
porter genes over a 100-fold range and balance expres-
sion of three genes in an operon that encodes a heter-
ologous mevalonate biosynthetic pathway, resulting in
a 7-fold increase in mevalonate production. This tech-
nology should be useful for optimizing the expression of
multiple genes in synthetic operons, in both prokaryotes
and eukaryotes.

CAD Tools. The design of any microbial chemical fac-
tory is made difficult by the lack of simulation tools to
predict the types and expression levels of genes neces-
sary to engineer the metabolism of any cell for high-level
production of a desired molecule. In almost all other ar-
eas of engineering, there are models and simulation
tools that allow one to design needed components and
to assemble those components into a large, functioning
system (88, 89). Similar biological design tools are in
their infancy.

Because biology is so complicated, most “design”
tools are largely analytical and focused on a particular
aspect of biology. For example, a number of metabolic
engineers have developed models for metabolism to
analyze fluxes through central metabolic pathways and
to predict the impact of changes in a particular meta-
bolic reaction or pathway on chassis growth and prod-
uct formation (90–101). These models have been very
useful for analyzing metabolic fluxes once the changes
to metabolism have been made. However, very few
models allow one to accurately predict the necessary
changes to effect a change in flux. Unfortunately, it is
still not possible with any degree of accuracy to predict
the functioning of a promoter or any other component in
the chassis and the actual levels of expression needed

to achieve a particular flux through a reaction or path-
way. Integration of flux balance models with models of
genetic regulation could greatly facilitate predictive engi-
neering of cellular metabolism.

Debugging Routines. The development of software
has been made easier through the development and
use of debugging software to quickly identify and cor-
rect problems with code (102, 103). The development
of similar tools for biological debugging would reduce
development times for building and optimizing engi-
neered cells. For the development of microbial chemi-
cal factories, functional genomics can serve in the role
of debugging routines (104–106), because the introduc-
tion of a metabolic pathway often elicits a stress re-
sponse (stringent response, unfolded protein response,
etc.) in the host (12, 107, 108). These stresses are re-
flected in mRNA and proteins expressed at that time and
are thus detectable using DNA arrays or proteomics (12,
107, 108). Overexpression of a metabolic pathway might
rob the cell of central metabolic intermediates resulting
in decreased cell growth, a change in the profiles of intra-
cellular and extracellular metabolites, which would be re-
flected in the metabolite profile, and a change in meta-
bolic fluxes, which would be reflected in the flux profile.
Imbalances in a metabolic pathway can result in an accu-
mulation of potentially toxic metabolites that inhibit
growth (9). Information from one or more of these tech-
niques can be used to then modify expression of genes
in the metabolic pathway or in the host to improve titers
and/or productivity of the final product.

Synthetic Biology for Artemisinin Biosynthesis. A re-
cent example of the use of several biological components
to produce a chemical is the microbial production of the
antimalarial drug artemisinin. Malaria is a global health
problem that threatens 300–500 million people and kills
�1 million people annually (109). Disease control is ham-
pered by the occurrence of multi-drug-resistant strains of
the malaria parasite Plasmodium falciparum (110, 111).
Synthetic antimalarial drugs and malarial vaccines are
currently being developed, but their efficacy against ma-
laria awaits rigorous clinical testing (112, 113). Artemisi-
nin, a sesquiterpene lactone endoperoxide extracted from
Artemisia annua L (family Asteraceae; commonly known
as sweet wormwood), is highly effective against multi-
drug-resistant Plasmodium spp., but it is in short supply
and unaffordable to most malaria sufferers (114). Al-
though total synthesis of artemisinin is difficult and costly
(115), the semisynthesis of artemisinin or any derivative
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from microbially sourced artemisinic acid, its immediate
precursor, could be cost effective, environmentally
friendly, high quality, and reliable (116, 117).

We have engineered E. coli to produce high titers (up
to 100 mg/L) of artemisinic acid using an engineered
mevalonate pathway, amorphadiene synthase, and a
novel cytochrome P450 monooxygenase (CYP71AV1)
from A. annua that performs a three-step oxidation of
amorpha-4,11-diene to artemisinic acid (Figure 3) (9,
118–120). The engineering endeavor made use of many
of the tools and methods described above. We chose
to bypass the native deoxyxylulose-5-phosphate (DXP)
pathway and instead import the heterologous meval-
onate pathway from S. cerevisiae (121) to supplement
endogenous isopentenyl pyrophosphate (IPP) biosyn-
thesis (122). The mevalonate pathway was divided into
two synthetic operons. The MevT operon encodes the
enzymes to transform three acetyl-CoA’s to mevalonate:
acetoacetyl-CoA synthase (from E. coli), hydroxy-

methylglutaryl-CoA (HMG-CoA) synthase (from S. cerevi-
siae), and HMG-CoA reductase (from S. cerevisiae). The
MBIS operon encodes the enzymes to transform meval-
onate to farnesyl pyrophosphate (FPP): mevalonate ki-
nase, phosphomevalonate kinase, and mevalonate
diphosphate decarboxylase (all from S. cerevisiae), and
IPP isomerase and FPP synthase (both from E. coli). The
operons were split around mevalonate because it could
be added to the growth medium to select for cells that
harbored a functional MBIS pathway (9). Alternatively,
mevalonate will diffuse out of cells allowing for it to be
used as an indicator for MevT activity (8). Both operons
were constructed using the native versions of the genes,
since S. cerevisiae codon usage is so close to that of
E. coli, consensus E. coli ribosome binding sites, and
secondary-structure-free spacers between the end of the
5= gene and the ribosome binding site of the 3= gene.
The operons were placed under the control of lac pro-
moters on compatible plasmids (different origins of rep-
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Figure 3. Semisynthesis strategy for producing artemisinin. The genes encoding the mevalonate-based FPP biosynthetic pathway were introduced
from Saccharomyces cerevisiae (HMG-CoA synthase, hmgS; the N-terminally truncated version of HMG-CoA reductase, thmgR; mevalonate kinase,
mk; phosphomevalonate kinase, pmk; and mevalonate diphosphate decarboxylase, mpd) and E. coli (acetoacetyl-CoA synthase, atoB; IPP isomer-
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responsible for transforming mevalonate to FPP. In addition, the genes encoding the amorphadiene synthase (ads), oxidase (p450), and redox part-
ners (cpr) were also introduced into the host strain. The microbial strain produces artemisinic acid, which can be transformed to artemisinin using
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lication, different antibiotic resistance genes) to ensure
their maintenance and expression in the host.

Initial work showed that expression of the mevalonate
pathway in E. coli led to severe growth inhibition that was
attributed to toxicity resulting from accumulation of high
levels of the prenyl diphosphates (FPP, IPP, and/or
DMAPP) (121). Coexpression of a codon-optimized ter-
pene synthase (123) from the artemisinin pathway,
amorpha-4,11-diene (amorphadiene) synthase (ADS)
(124, 125), alleviated this toxicity and was used to evalu-
ate IPP and DMAPP production as the downstream
amorphadiene product. (This same toxicity has been
used to identify genes that utilize either IPP/DMAPP or
FPP and thereby relieve the toxicity; in this case a phos-
phatase that hydrolyzes IPP or DMAPP to the correspond-
ing alcohol, isopentenol, which incidentally may be a
next-generation biofuel (126). ) Production of amorpha-
diene from the imported mevalonate pathway was found
to be substantially higher than production obtained with
a supplemental DXP pathway (121), yielding titers of 280
mg L�1 after 24 h or 480 mg L�1 in a fed-batch bioreac-
tor (127). Closer examination of the mevalonate pathway
suggested that availability of mevalonate could limit
amorphadiene production (128). However, when the
MevT expression was increased, small-molecule-
dependent growth inhibition of E. coli was observed that
was attributed to HMG-CoA toxicity (128). Expression of
an additional copy of HMGR alleviated accumulation of
HMG-CoA and increased productivity of mevalonate by al-
most 2-fold by relieving growth inhibition (128). The
source for the HMG-CoA toxicity has since been identi-
fied using DNA arrays and proteomics (Kizer and Keas-
ling, unpublished results). Following up on these results,
library-based engineering of the intergenic regions of the
polycistronic message for MevT operon was carried out to
balance expression levels for the individual genes in the
MevT operon, resulting in a 7-fold overall increase in mev-
alonate titers due to improvements in specific produc-
tion and cell growth (129). These efforts show that car-
bon can be effectively channeled for production of exog-
enous isoprenoids in E. coli even though the flux through
native isoprenoid biosynthesis is relatively low. Over a
4-year period, production of amorphadiene was in-
creased �1 million-fold (Figure 4).

This optimized, amorphadiene-producing E. coli was
further engineered to produce artemisinic acid, which
can be converted directly into the antimalarial drug arte-
misinin in two chemical steps (Figure 3) (130). Addition

of an amorphadiene oxidase (AMO) and associated re-
dox partners from A. annua enabled production of arte-
misinic acid (118, 120). Although the native gene
(nAMO) had no detectable in vivo or in vitro activity,
codon-optimization coupled with N-terminal transmem-
brane domain engineering generated two constructs
that were competent to carry out the first oxidation step
in vivo to generate the alcohol congener of artemisinic
acid at low levels (0.18–0.45 mg L�1). Use of the redox
partners from A. annua increased productivity 12-fold
to 5.6 mg L�1 of alcohol. Finally, use of the most appro-
priate promoters and expression vector allowed in vivo
production of fully oxidized artemisinic acid at levels ex-
ceeding 300 mg/L (118).

Conclusions and Perspectives. As could be seen in
the example above, well-characterized biological com-
ponents are essential for engineering the metabolism of
microorganisms. Continued development of new com-
ponents and methods is critical to reduce the time re-
quired to undertake even more complicated metabolic
engineering projects. With these components in hand, it
should be possible to significantly reduce development
times and costs of microbial chemical factories.
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